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Tutorial Outline

Introduction to Advanced MPI Usage
Nonblocking Collective Communication
One-Sided Communication

Topology Mapping and Neighborhood Collective
Communication

5. Bonus Material (only if time)

1. Hybrid Programming Primer

2. Dataypes

R

A All materials (slides, code examples) at:
http://htor.inf.ethz.ch/teaching/mpi_tutorials/eurompil4/
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Used Techniques

A Benjamin Franklin "Tell me, | forget, show me, | remember,
Il nvol ve me, | understand. n
A Tell: 1 will explain the abstract concepts and interfaces/APIs to use them
A Show: | will demonstrate one or two examples for using the concepts

A Involve: You will transform a simple MPI code into different semantically
equivalent optimized ones

A Please interrupt me with any question at any point!
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Introduction

A Programming model Overview

A Different systems: UMA, ccNUMA, nccNUMA, RDMA, DM

UMA
coreI cor corel co
| | | |
cache cache cache cache
memory
TDM
corel coreI core core‘/ll‘letwork
| | |
cache cache cache cache
I‘nemory memory] nor }nemor\i

NUMA
COfEl cor corel cor
| | | |
cache —— cache
| |
memory memory
RDMA
core corel corel core network
cache
|'|' 'I' L
memory| memoryj
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Introduction

A leferentprogrammmg models: UMA, PGAS, DM

1 2 @ @ @ @ @
memory memory memo memo
UMA PGAS DM
TBB, CILK, OpenMP, MPI-3 SM UPC, CAF, MPI-2 OS MPI-1, PVM

A The question is all about memory consistency
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Programming Models

Ve

A Provide abstract machine models (contract)

A Shared memoryﬂ\ HRORORG)
A Distributed memory @ééé

A All models can be mapped to any architecture, more or less
efficient (execution model)

A MPIlis not a programming model
A And has never been one!
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MPI Governing Principles

A (Performance) Portability
A Declarative vs. imperative
A Abstraction
A Composability (Libraries)
A Isolation (no interference)
A Opaque object attributes
A Transparent Tool Support
A PMPI, MPI-T
A Inspect performance and correctness
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Main MPI Concepts

A Communication Concepts:
A Point-to-point Communication
A Collective Communication
A One Sided Communication
A (Collective) 1/0O Operations

A Declarative Concepts:

A Groups and Communicators

A Derived Datatypes

A Process Topologies
A Process Management

A Malleability, ensemble applications
A Tool support

A Linking and runtime

¥ @spcl_eth
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MPI History

A

A

An open standard library interface for message passing, ratified
by the MPI Forum

Ver si ons: 1.0 (694), 1. 095) ,

A Basic Message Passing Concepts W |

2.0 (697), 2.1 (608) .M'J-!—HD
A Added One Sided and I/O concepts

2.2 (0609)

A Merging and smaller fixes

3.0( 0)1 2

A Several additions to react to new challenges
3.1 (615)

A Several smaller issues and (hopefully) FT
4.0 (067?77)

A Unclear (come next week to Kobe!!)
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What MPI is Not

Ve

A

r

A

No explicit support for active messages

A Can be emulated at the library level
Not a programming language
ABut itdés close, semantics of |ibrar.)

Ve

A MPIl-aware compilers under development

| t 6s not magi c
A Manual data decomposition (cf. libraries, e.g., ParMETIS)
Some MPI mechanisms (Process Topologies, Neighbor Colls.)
A Manual load-balancing (see libraries, e.g., ADLB)
| t 6s neither complicated nor bl oa

A Six functions are sufficient for any program

A 250+ additional functions that offer abstraction, performance portability and
convenience for experts
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What is this MPI Forum?

A An open Forum to discuss MPI
A You can join! No membership fee, no perks either

A Since 2008 meetings every two months for three days (switching
to four months and four days)

A 5xinthe US, once in Europe (with EuroMPIY next week)

A Votes by organization, eligible after attending two of the three
last meetings, often unanimously

A Everything is voted twice in two distinct meetings
A Tickets as well as chapters
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Recommended Development Workflow

1. Identify a scalable algorithm
A Analyze for memory and runtime

2. Isthere alibrary that can help me?
A  Computational libraries
PPM, PBGL, PETSc, PMTL, ScaLAPACK
A Communication libraries
AM++, LibNBC
A Programming Model Libraries
ADLB, AP
A Utility Libraries
HDF5, Boost.MPI
3. Plan for modularity
A Writing (parallel) libraries has numerous benefits
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Things to Keep in Mind

A MPIis an open standardization effort
A Talk to us or join the forum
A There will be a public comment period

A The MPI standard

A Is free for everybody
A Is not intended for end-users (no replacement for books and tutorials)

A Is the last instance in MPI questions
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Any Deeper Questions T Advanced MPI

SCIENTIFIC
AND

ENGINEERING

COMPUTATION InC|UdeS a” Of MPI'S-O

SERIES

Using Advanced MPI to appear November 2014
Modern Features of the

Message-Passing Interface

William Gropp

Torsten Hoefler

Rajeev Thakur

Ewing Lusk
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Section Il - Nonblocking and
Collective Communication
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